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Abstract. The effects of non-uniform plasma target ionisation on the spectrum of thick-target HXR
bremsstrahlung from a non-thermal electron beam are analysed. In particular the effect of the target
ionisation structure on beam collisional energy losses, and hence on inversion of an observed photon
spectrum to yield the electron injection spectrum, is considered and results compared with those
obtained under the usual assumption of a fully ionised target.

The problem is formulated and solved in principle for a general target ionisation structure, then
discussed in detail for the case of a step function distribution of ionisation with column depth as an
approximation to the sharp coronal–chromospheric step structure in solar flare plasmas. It is found that
such ionisation structure has very dramatic effects on derivation of the thick-target electron injection
spectrumF0(E0) as compared with the resultF �

0 (E0) obtained under the usual assumption of a fully
ionised target: (a) InferredF �

0 contain more electrons thanF0 and in some cases include electrons
at energies where none are actually present. Although the total (energy-integrated) beam fluxes in
the two cases do not differ by a factor of more than�ee=�eH , the spectral shapes can differ greatly
over finite energy intervals resulting in the danger of misleading results for total fluxes obtained by
extrapolation. (b) The unconstrained mathematical solution forF0 for any photon spectrum is never
unique, while that forF �

0 is unique. When the physical constraintF0 � 0 is added, for some photon
spectra solutions forF0 may not exist or may not be unique. (This isnot an effect of noise but of
real analytic ambiguity.) (c) For data corresponding toF �

0 with a low-energy cut-off, or a cut-off or
rapid enough exponential decline at high energies, a unique solutionF0 does exist and we obtain a
recursive summation for its evaluation.

Consequently, in future work on the inversion of HXR bremsstrahlung spectra it will be vital for
algorithms to include the effects of target ionisation if spurious results on thick-target electron spectra
are not to be inferred. Finally it is pointed out that the depth of the transition zone, and its evaporative
evolution during flares may be derivable from its effect on the HXR spectrum.

1. Introduction

Inferring the flux spectrum of energetic electrons accelerated during the solar flare
is of fundamental importance in flare theory, both insofar as it is a signature of the
acceleration process and also since such electrons probably carry a large fraction
of the impulsive phase power. Brown (1971, 1975) pointed out that the inference
of the electron spectrum from HXR bremsstrahlung is an integral inverse problem
and obtained solutions (for the Kramer’s and Bethe–Heitler cross-sections) in both
thin- and thick-target cases for a uniformly ionised background plasma. Such an
inverse approach remained of largely academic interest until the advent of Ge
detector spectrometry (Lin and Schwartz, 1987), the resolution of which is high
compared to the typical ‘width’ of HXR spectra, so providing spectra which can be
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inverted, subject to the limitations imposed by data noise and the intrinsic instability
of the inversion, to yield the electron spectrum. Numerical schemes to conduct the
inversion, with explicit or implicit smoothing to suppress the instability, have
consequently been carried out by Johns and Lin (1992), Thompsonet al. (1992),
and Piana (1994).

In addition to the effects of data noise, the solution for the electron spec-
trum is influenced by the bremsstrahlung cross-section used (Brown and Emslie,
1988), by bremsstrahlung directivity effects (e.g., MacKinnon and Brown, 1989),
photospheric albedo considerations at low energies (Tomblin, 1972; Santangelo
et al., 1973), and by non-uniform energy loss processes in the source (Brown
and MacKinnon, 1985). All of these can be loosely regarded as ‘perturbations’
of the kernel function of the integral inverse problem. Such ‘perturbations’ can,
in some cases, seriously affect the solution (Judge, Hubeny, and Brown, 1997),
partly because they introduce an error that, like data errors, can be amplified by
the instability or ill-posedness of the inverse operator, but also, and more crucially,
because they change the structure of the inversion and can lead to ill-posedness in
regimes where none existed before. In this paper we consider one of these effects
– non-uniform ionisation of a thick-target source and its effects on the electron
energy losses – and its consequences for the bremsstrahlung inversion problem, to
see whether it seriously affects the form of inferred electron spectra and how it can
be incorporated in inference algorithms.

Brown (1973) pointed out that reduction of collisional energy losses of electrons
in a weakly ionized plasma, as compared to a fully ionized one, affects the relation
between the HXR bremsstrahlung spectrum and the electron spectrum at injection
in a solar flare thick-target model. This is because the bremsstrahlung efficiency
(the fraction of electron energy going into direct radiation rather than collisional
plasma heating) is higher for more energetic electrons which penetrate from the
corona into the chromospheric regions of low ionisation, where Coulomb energy
losses are reduced. In that paper Brown computed the HXR spectrum from such
a beam for the case of a power-law injection spectrum, and showed that the HXR
spectral slope should flatten at intermediate energies, compared to the power law
HXR spectrum predicted for a uniformly ionized target.

The consequences of this non-uniform ionisation effect on thick-target HXR
spectra has never been followed up in the literature and, in particular, the corres-
ponding inverse problem has never been addressed. That is, for agivenobserved
HXR spectrum, what is the effect of non-uniform target ionisation on the inferred
thick-target electron spectrum? Here we formulate this problem for a general form
of ionisation distribution and study its inversion properties for a special but real-
istic case of ionisation structure. The fact that the effect in the forward problem is
modest and smooth might lead us to suppose naively that the same would be true
of the inverse problem. Nothing could be further from the truth, as we will show.
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2. Formulation of the Problem

Following Brown (1972, 1973) and Emslie (1978), we consider electrons descend-
ing a vertical magnetic field along which the total (free and bound) electron column
densityN (cm�2) from the injection site is a central parameter in the collisional
transport problem. For simplicity we consider the approximation where only energy
loss is considered and neglect pitch-angle changes since we are going to neglect
directivity effects in the emission and concentrate only onrelativechanges in the
spectrum arising from target ionisation variations. Then, in a hydrogen target of
ionisation levelx(N) at depthN the electron energyE equation is

dE
dN

= �
2�e4�

E
[�+ x(N)] ; (1)

where� = �ee � �eH , � = �eH=� � 0:55 with �ee and�eH the Coulomb
logarithms for electron–electron and electron–H collisions.

Then the thick-target bremsstrahlung photon emission rate per unit photon
energy�, for electron injection rateF0(E0) per unit injection energyE0, is

J(�) =
Q0

K�

1Z
�

F0(E0)

E0Z
�

q(�; E) dE dE0

�+ x(E;E0)
; (2)

whereK = 2�e4�, the bremsstrahlung cross-section differential in� has been
written asq(�; E)Q0=�E with Q0 a constant, andx(E;E0) is the value ofx(N) at
the depthN where an electron of injection energyE0 has slowed to energyE as
described by the solution of Equation (1),

E2
0 �E2 = 2KM ;

where

M(N) =

NZ
0

(�+ x(N 0)) dN 0

is an ‘effective’ collisional column density. SinceM(N) is monotonic we can
rewritex = x(M = (E2

0 �E2)=2K and compute it for any model atmosphere so
that Equation (2) becomes

H(�) =
K�

Q0
J(�) =

1Z
�

F0(E0)

E0Z
�

q(�; E) dE dE0

�+ x

 
E2

0 �E2

2K

! : (3)
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Here we will assumeq(�; E) = 1, i.e., Kramer’s cross-section, to be an adequate
approximation for describing the relative effects ofx(M) on the relation between
H(�) andF0(E0). In this case, reversing the integrals and differentiating with
respect to� yields

1Z
�

F0(E0)k(E
2
0 � �

2) dE0 = �H
0(�) = L(�) ; (4)

where

k(E2
0 � �

2) =
1

�+ x

 
(E2

0 � �2)

2K

! : (5)

This is an integral equation forF0(E0) to be solved for given dataH(�) and for
the kernel functionk defined byx(M) in a model target atmosphere. Choosing
some convenient characteristic energyE1, defining � = �2=E2

1, � = E2
0=E

2
1,

f(�)d� = F0(E0)=F1 dE0, g(�) = L(�)=L1, whereL1 = L(E1), F1 = F0(E1),
and renamingk(E2

0 � �2) = k(� � �), we obtain

1Z
�

f(�)k(� � �) d� = g(�) =
1

�+ 1

1Z
�

f
�(�) d� ; (6)

wheref�(�) is the solution for a fully ionized target (Equations (3) and (4) with
x = 1) usually used in HXR spectral analysis. Equation (6) is of general convolution
form with kernelk(�) = 0 for� < 0 and so can in principle be solved (cf., Craig and
Brown, 1986) by a variety of standard methods including Fourier transform for any
kernel functionk specified byx(M). This thick-target spectral inversion problem
can then be seen as a generalisation of that considered by Brown (1971) and Johns
and Lin (1992) for a uniformly ionized target. In the following we consider the
effect of non-uniform ionisation on the solution for the electron spectrum function
f(�) for one idealized form ofk, i.e., of the ionisation levelx(M), deferring more
general cases to a subsequent paper.

3. Solution for Step Function Ionisation

Hydrogen ionisation in the solar atmosphere falls sharply withM across the trans-
ition zone. In simplified form this can be approximated asx = 1 for M � M1,
x = 0 forM >M1, whereM1 = (�+1)N1 andN1 is the column density between
the acceleration site and the transition zone. If we usex = x0 with 0 < x0 < 1
instead ofx = 0 forM >M1 the following analysis and its alarming consequences
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still hold but with��1 replaced by 1=(�+x0) in Equation (7) for� > 1. We argue
in Section 7 that smoothing of the sharp ionisation step used in (7) does not change
our main conclusions. UsingE1 = (2KM1)

1=2 as the characteristic energy here
(so that� is E2

0 in units of theE0 value= E1 required to just reach the transition
zone) then

k(�) =

8>>>><
>>>>:

1
(�+ 1)

� < 1 ;

1
�

� > 1 ;

(7)

and (6) becomes

1
(�+ 1)

�+1Z

�

f(�) d� +
1
�

1Z

�+1

f(�) d� = g(�) ;

which, on differentiation with respect to�, reduces to the non-integral form

f(�) + �f(� + 1) = �(�+ 1)g0(�) = f�(�) ; (8)

where� is defined as (��1), to be solved forf(�) given datag(�) or, equivalently,
givenf�(�) (thoughf�(�) will of course be much noisier thang(�) in real cases).
Note that� = ��1 = (�ee=�eH � 1) > 1.

4. The Forward Problem

Equation (8) can be used to in several ways explore the differences between the
electron injection spectra required to produce a prescribed photon spectrum for
the cases of fully and step-function ionized targets. It is informative to start with
solution of the forward problem – i.e., evaluation of the injection spectrumf�(�),
(corresponding toF �

0 (E0)), which would have to be used in a wholly ionized
target to yield the same photon spectrumJ(�) as actually produced by injec-
tion of spectrumf(�), (F0(E0)), into a target with an ionisation discontinuity
at depthM1 = (E2

1=2K). Equation (8) shows thatf�(�) is characterized by a
‘primary’ component identical tof(�), plus a ‘secondary’ component proportional
to f(� + 1). The simplest example of this is the case of a single narrow spike form
for f which we describe as

f(�) = �(� � �s) ;

with � the delta function, for which Equation (8) implies
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Figure 1. Injection spectrumf� required for an ionized target to yield the same photon spectrum as
a single-spike (�-function) spectrumf injected into a step-function-ionized target.

f
�(�) = �(� � �s) + ��(� � (�s � 1))

shown in Figure 1 for�s = 3. It follows that to produce the same thick-target
bremsstrahlung spectrum as monoenergetic electrons (energyE0s) injected into
a step-function-ionized target such as the Sun, a fully-ionized target would need
injection of two distinct monoenergetic electron components of energiesE0s and
(E2

0s � E2
1)

1=2. (Here we have assumed that�s > 1. If �s < 1 all electrons stop
in the corona andf� � f .) Physically the reason for the additional ‘secondary’
component is that in the real (step-function-ionized) target some of the low-energy
photons are produced at higher efficiency (ratio�ee=�eH = �+1) by electrons that
reach the unionized region. For a fully ionized target to reproduce this demands
addition of an extra flux of electrons ([� + 1] � 1 = � times as large as the
original flux) at energies equal to(E2

0s�E2
1)

1=2, the energy at which the electrons
in the actual target first encounter a neutral medium (see Figure 2). This simple
explanation for the�-function case shows that our general results below are in fact
independent of the precise form of the bremsstrahlung cross-sectionq(�; E) used.

We next examine some examples off(�) which are smooth (continuous) and
monotonic. The simplest case is that form off(�) which is shape preserving under
� translation – i.e.,f(� + 1) = af(�), wherea is a constant, that form being
f = e�� , wherea = e�. Substitution in Equation (8) gives the corresponding

f
�(�) = (1+ �e

�)e�� = (1+ �e
�)f(�) :

Thus all exponential spectra (exponential in� = E2
0=E

2
1, not inE0) preserve shape

under functional operation (8),f�(�) differing fromf(�) only by a constant factor.
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Figure 2. Injection of an electron beam of total fluxF0 and energyE0 into a target with step function
ionisation (left panel) produces bremsstrahlung in the upper ionized target with ‘efficiency’ 1, then
enters the lower target as a beam of fluxF0 at energy(E0�E

2
1)

1=2, where it produces bremsstrahlung
with efficiency�ee=�eH . Injection of the same initial beam alone into an ionized target (right panel)
produces less bremsstrahlung by an amount equal to that from a beam of energy(E0 � E2

1)
1=2 and

flux (�ee=�eH � 1)F0. To match the bremsstrahlung from the left panel, therefore, an ionized target
requires the injection of a supplementary beam with these parameters.

This is true whether� = 0 (completely flat spectrum),� < 0,� > 0 or� complex
so that harmonic components are present. (However, cases Re[�] > 0 are physical
only if there is an upper cut-off in which case the translation invariance property
breaks down). In the case of complex� the shape, including harmonic variation, is
preserved though in general with a phase shift as well as an amplitude change. As
an example we show in Figure 3 the forms off , f� for

f(�) = A+Be(C+i!)�

with A = 2,B = 1,C = 1
3, ! = 10, where we have added a constant termA so

thatf(�) > 0. In this case the translation is of the formf� = a1 + a2f(�), still
shape-preserving but no longer simply scalar.

Shape preservation does not occur for other forms off . For a single power-law
form f(�) = ��� at all � (where� = (� + 1)=2, with � the corresponding index
for F0(E0)), the correspondingf� is the sum of a power law and a shifted power
law:
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Figure 3. Injection spectrumf� required for an ionized target to yield the same photon spectrum as
an exponential/harmonic spectrumf injected into a step-function-ionized target.

Figure 4. Injection spectrumf� required for an ionized target to yield the same photon spectrum as
a pure power-law spectrumf injected into a step-function-ionized target.

f�(�) = ��� + �(� + 1)��

which is shown in Figure 4 for� = 3(� = 5). This is essentially the same as the
result of Brown (1973) except that here we show the form off� rather than of the
photon spectrum. For this case the difference betweenf(�)andf�(�) is appreciable
in scale (factors of up to 1+�) but not dramatic in shape, especially in a (logf; log�)
plot. As in all integral problems, however, the most striking effects occur for source
functions with sharp features rather than for smooth ones like unbroken power laws.
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For example, iff(�) is non-zero over the range�1 < � < �2 then by Equation (8)
f�(�) is non-zero over the ranges�1 < � < �2 and�1 � 1 < � < �2 � 1 which
overlap if �1 < �2 � 1. This is shown in Figures 5(a) and 5(b) forf(�) = 1 in
1 < � < 1:5, and in 1< � < 3, respectively. For the case of a power law with low
cut-off at� = �1 we obtain the results in Figures 6(a) and 6(b) for�1 = 0:5, 1.5
for power-law index� = 3. In general we see, from the forward problem, that in
order to yield a given photon spectrum for a fully ionized target it is it is necessary
to enhance the number of electrons everywhere compared to the electron injection
spectrum needed for a step-function-ionized target, sometimes including addition
of electrons in ranges of� (i.e., of energy) where none were previously required.
The double-peakedf� arising from a singlef can be seen as a generalisation of our
discussion of the delta functionf above. The spurious introduction of these extra
electrons, by inversion of a bremsstrahlung spectrum using an erroneous, fully
ionized, target model, will result in incorrect conclusions concerning the electron
acceleration mechanism insofar as this determines the spectral shape. It may also
significantly affect inference of total electron beam power in flares, particularly if
the inferred spectrum is extrapolated, using the wrong spectral shape, outside the
range in which it is directly inferred from HXR data, as is often done (cf., Brown,
1971).

In reality it is notf(�), F0(E0) which is given but rather the photon dataJ(�)
which, in the idealised case of low enough data noise to allow determination of
g0(�) by differentiating twice, yields from (8) the form of the (hypothetical)f�(�)
needed to produce it. Thus, in terms of data interpretation, what we are really
interested in is the inverse solution of (8) forf(�) given f�(�), rather than the
converse. This turns out to be a less simple issue.

5. The Inverse Problem

5.1. NONUNIQUENESS OF THE UNCONSTRAINED MATHEMATICAL SOLUTION

The inverse problem of determining the injection spectrum required for a realistic
step-function-ionized target from the observed HXR spectrum amounts to solving
Equation (8) forf(�) for a givenf�(�). Though seemingly innocuous, (involving
no integration for example), this is not a simple problem, involving solution of
a so-called functional equation. For such equations conditions for existence and
uniqueness of solutions are far from trivial to arrive at and the literature on them
very sparse (cf., Kuczma, 1968). Here we explore the main facets of the functional
equation (8) most relevant to the issue in hand. (We do so here purely for ‘perfect’
data for which the noise, resolution, and bandwidth are good enough to definef�

accurately, but we recognise that noise, discretisation and truncation inf� will in
practice affect our conclusions. For example, a physically acceptable (non-negative)
solution may not exist forf for some data realisationf�, but one or more may
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Figure 5. Injection spectrumf� required for an ionised target to yield the same photon spectrum as a
‘top-hat’ spectrumf injected into a step-function-ionized target, for two different ‘top-hat’ locations.
(a) Forf(�) = 1 in 1< � < 1:5. (b) Forf(�) = 1 in 1< � < 3.

exist for alternative data realisations within the error bounds off�. Treatment of
this issue will require use of regularisation or other smoothing methods of solving
the inverse problem.)

A simple example is when the photon spectrum observed corresponds to that
from a single spike injected into a fully ionized target, i.e.,f� = �(�1). Then if
�1 = m + �m, wherem is integer and 0< �m < 1, for f to be physical we
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Figure 6. Injection spectrumf� required for an ionized target to yield the same photon spectrum as a
power-law spectrumf with low cut-off injected into a step-function-ionized target, for two different
cut-off values.

requiref(�) = 0 for � > �1 and hencef(�1) = f�(�1). It is easy then to show
from Equation (8) that

f(�) =
mX

i=0

(��)i�(� � �1� i) ; (9)
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Figure 7. Injection spectrumf required for a step-function-ionized target to yield the same photon
spectrum as a single spike (�-function) spectrumf� injected into an ionized target.

illustrated in Figure 7 for�1 = 4:5. Here each ‘primary’ contribution tof�(�)
from the�-function at� = �1 � 1 in f(�) cancels the ‘secondary’ contribution to
f�(�) from the�-function at� = �1. The�-function at�1 = 0:5 has no ‘secondary’
component (since all the electrons stop in the ionized corona), therefore no additonal
‘primary’ components are required and the series of�-functions inf(�) is finite.
Thus, unless�1 < 1 the formal solution forf for a �-function f� comprises
a geometric series of�-function amplitudes of alternating signs, separated by
intervals of 1 in�, which is completely unphysical. Note also that since� > 1 the
amplitude of the series of�-function components increases geometrically (factor
(��) – Equation (9)) with decreasing� until the sequence terminates at the first
� < 1. If � were less than unity (e.g., if the ionisation level in the chromosphere
werex0 > xcrit, where(� + 1)=(� + xcrit) = 2, i.e.,xcrit � 0:225 here), then the
size of the�-functions would decrease with decreasing�. Also, if � werenegative
(corresponding to the injection of electrons into a target with anupwardstep in
ionisation level), then the solution of (9) would be a series ofnon-alternating
�-functions. (Physically, the decreased efficiency in the second part of the target
in this case means that we have to add electrons at lower energies to produce the
same spectrum as in a uniform ionisation target. These electrons in turn produce
bremsstrahlung, requiring additional electrons at lower energies to compensate for
the reduced efficiency in the second part of the target, etc., until the last ‘addition’
stops entirely in the first part of the target.)

Now we obtain the important result that, without imposing prior conditions (i.e.,
conditions from outwith the equation itself) onf , the solution of Equation (8) for
f can never be unique for anyf�. By contrast, the solution of the problem for the
fully ionized case is unique, viz.,f = f� = �(� + 1)g0(�) – though we require
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g0(�) < 0 in order to satisfy thea priori physical conditionf � 0 (Brown and
Emslie, 1988). The same is true for a target with any uniform level of ionisation.
To see the non-uniqueness we note that to any solutionf of Equation (8) can be
added another solutionf0 of the homogeneous form of Equation (8):

f0(� + 1) = ��f0(�) : (10)

The above is not an equation forf0 but only a recursion relation expressingf0(�+1)
in terms off0(�). Thusf0 can have any functional form whatsoever in, e.g., the
interval 0< � � 1, sayf0(�) = �(�), and in interval(� + j; � + j + 1) it is

f0(� + j) = (��)j�(�) : (11)

This can be writtenf0(�) = (��)j�(�0), wherej is the largest integer strictly less
than� (j < �) and�0 is defined by� = j + �0, so that 0< �0 � 1. This notation
will be used frequently in what follows. Such functionsf0 belong to the null space
of the operator defining functional Equation (8), i.e., they contribute nothing to the
dataf�(�), and addition of any arbitrary combination of them cannot be excluded
without use of prior assumptions onf such as based on physical acceptability. That
is, if some functionf1(�) satisfies Equation (8) then so doesf1(�) + (��)j�(�0)
(again with� = �0 + j) for any function�(�0) whatsoever defined on(0;1].
So, without physical constraints there exist an infinity of solutions to the thick-
target bremsstrahlung inversion problem for a step-function ionized target.In
terms of physical intuition this is rather alarming. Since it will remain true for any
x = x0 6= 1, this means that an infinity of solutions exist for any finite step in
ionisation unless we add additional (non-spectral) information to the problem.

5.2. PHYSICALLY ACCEPTABLE SOLUTIONS

We now consider the existence and uniqueness of solutions to Equation (8) when
physical constraints are applied tof(�). These could include, for example, con-
tinuity, but this is too restrictive since real electron spectra could very well possess
discontinuities. Indeed such electron spectra may be of particular physical interest.
We therefore restrict ourselves to the most liberal possible restrictions onf(�),
namely thatf(�) � 0 and thatf(�) is bounded. We also note that we should
restrictf(�) such that the total electron beam flux and power should be finite. This
requires thatf(�)! 0 as� !1 faster than��3=2 and thatf(�)!1 as� ! 0
slower than��1. The latter formal condition, which is not in fact met for typical
HXR spectra in their observed range, is complicated by the low-energy masking
effects of the thermal bremsstrahlung contribution (Lin and Schwartz, 1987).

We focus attention first on the requirement thatf(�) � 0 and introduce the
other conditions later. If a solution of Equation (8) exists and isf(�) = �(�) in
some interval�1 < � � �1 + 1, which we will choose without loss of generality to
be 0< � � 1, then we can obtain the solution over the whole range by noting that
in 1 < � � 2
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f(�) = �[f�(� � 1)� �(� � 1)]

and by recursive use of this argument we have

f(�0 + j) = (��)j

2
4�(�0)�

j�1X

i=0

(��)if�(�0 + i)

3
5 ; (12)

where� = �0 + j with j integer and 0< �0 < 1.
Physically we requiref(�) � 0 for all j and all 0 < �0 � 1 for which

Equation (12) requires

2k�1X

i=0

(��)if�(�0 + i) � �(�0) �
2kX

i=0

(��)if�(�0 + i) (13)

for all k � 0 and all 0< �0 � 1, where we have introducedk to distinguish even
j = 2k and oddj = 2k + 1 to deal with the opposite signs of the inequality for
even and oddj. From Equation (13) it follows that�(�0) is unique if the sums in
(13) converge absolutely, i.e., if

S(�0) =
1X

i=0

j(��)if�(�0 + i)j =
1X

i=0

�if�(�0 + i) (14)

converges. (This condition is sufficient, but not necessary: uniqueness can occur
without Equation (14) being satisfied in some circumstances.)

If j�j < 1 the series converges.j�j < 1 corresponds to 0< �1=�2 < 2, i.e.,
cases where the ionisation fraction either increases with depth or decreases to a
specific value> 0 (e.g., 0.225 if the upper target is fully ionized). In such cases,
convergence would be guaranteed for boundedf . But for the present case of� > 1
the convergence condition for a unique solution is more restrictive. We then require
that asi!1,

�if�(�0 + i) = ei log(�)f�(�0 + i)! 0 faster thani�1;

for which a sufficient condition isf�(�0 + i) � e�ai with a > log�. Such
exponential decline off� is not guaranteed by the physical requirement of finite
beam flux or power and is not satisfied by power-lawf� extending to infinite
energies. It follows that the solution of (8), with our representation of the real
solar ionisation structure, forf is not unique unlessf� and hence the associated
photon spectrum has sufficiently rapid exponential decline at high energy. This
rather strong condition is satisfied forf� with a high-energy cut-off and we show
below how a unique solution forf(�) can be constructed in that case.

This situation can be understood in terms of null functions as follows. The
homogeneous solutions, Equation (11), behave asf0(�0+ j) = (��)1�(�0). Since
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� > 1 these decline likee�j log� at large� but alternate in sign. If a solutionf of
(8) declines faster than this, then addition of any null-function solution�(�0) in
0 < �0 � 1 would result in unphysicalnegative values off at large�. Consequently
the physical conditionf � 0 demands that no non-uniqueness be introduced by
addition of null-function solutions. In the following we illustrate the situation of
non-uniqueness for a specific example wheref� does not decline exponentially.

5.3. EXAMPLE OF PHYSICALLY ACCEPTABLE NON-UNIQUE SOLUTIONS

In analysing conditions onf� under which physically acceptable solutions forf do
exist, and their uniqueness, it is also useful to consider explicit inversion formulae
for Equation (8). One such is easily shown to be the Fourier solution

f(�) = F�1

(
~f�(!)

1+ �ei!
; �

)
; (15)

where ~f� is the Fourier transform off� which is a special case of the Fourier
solution of the general problem mentioned in Section 2. Such Fourier solutions
are likely to prove useful in numerical treatment of real data but a more useful
form for our present analytic study is to consider Laplace transforms, which can
prove helpful in solving functional equations (Sneddon, 1972). To obtain a Laplace
solution we defineF (s) by

f(�) =

1Z
0

F (s)e�s� ds = L[F (s); �] ;

so thatF (s) is the inverse Laplace transform off(�), and similarly defineF �(s)
in terms off�(�). It then follows that

f(� + 1) = L[e�sF (s); �]

and on taking the inverse Laplace transform of (8) we obtain

F (s) + �e�sF (s) = F �(s) (16)

and hence the solution

f(�) = L

�
F �(s)

1+ �e�s
; �

�
=

1Z
0

L�1[f�(�); s]
1+ �e�s

e�s� ds :

This form enables computation off in cases whereL�1[f�(�); s] exists and hence
consideration of existence and physical acceptability for differentf�. Note that for
the null solution (11),L�1 does not exist, because of the discontinuities inf(�).
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Figure 8. Injection spectrumf required for a step-function-ionized target to yield the same photon
spectrum as a pure power-law spectrumf� injected into an ionized target.

Figure 9. Injection spectrumf required for a step-function-ionized target to yield the same photon
spectrum as a displayed power-law spectrumf� injected into an ionized target.

This may be formally proved by noting that the null solutionf�(�) = 0 requires
F �(s) = 0 and hence, Equation (16) (since 1+ �e�s > 0 for all s) thatF (s) = 0.
Hence the only null solution with an inverse Laplace transform is the trivial case
f(�) = 0.

Some solutions for special forms off�, whose inverse Laplace transforms are
tabulated, are of interest. First iff�(�) = e���, so thatF �(s) = �(s� �), then

f(�) =
1

1+ �e��
e��� ;
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as already found in Section 4 for the forward problem (cf., Figure 3). Second, for
a pure power-lawf�(�) = ��, F �(s) = s��1=�(�) and so

f(�) =
1

�(�)

1Z
0

s(��1)e�s�

1+ �e�s
ds : (17)

(This Laplace transform solution to the inverse problem for a power-lawf�(�) is
precisely the integral definition of the special function ‘�(��; s)’ in Gradshtein
and Rhyzik (1994) who give the equationf(x) + �f(x + 1) = f�(x) as one of
the properties of this function, which appears to be related to the Riemann Zeta
function.) This is the injection spectrum into a step-function-ionized target needed
to produce a pure power-law photon spectrum, as produced in an ionized target by
a pure power-law electron spectrum. It is clearly� 0 and has the same properties
asf�, in thatf ! 0 as� !1 andf !1 as� ! 0. Its form is given in Figure 8
for � = 3 which shows, as would be expected thatf is suppressed relative to
f� at high� by a factor of up to� + 1 because of the reduced collisional energy
losses there. Third, for the displaced power-lawf� = (� + �0)

�� (which is more
physically realistic sincef�(0) is finite),F �(s) = e�0ss��1=�(�) and

f(�) =
1

�(�)

1Z
0

s(��1)e�s(�+�0)

1+ �e�s
ds :

This solution is non-negative everywhere, remains finite as� ! 0, and is shown in
Figure 9.

More generally, the solution given in Equation (15) will allow exploration of
conditions onf� for a solutionf � 0. We do not pursue this further here but note
that one sufficient (though not necessary) condition is thatF �(s) > 0 for all s and
consequently (cf., Brown and Emslie, 1989) that

Sign of

"
djf�(�)

d�j

#
= (�1)j :

To give a particular example of non-uniqueness of physically acceptable solutions
we consider the ‘data’ spectrum

f�(�) = ��� + �(� + 1)��

for which, by design,f1(�) = ��� is a physically acceptable solution of Equa-
tion (8). To this we will add a homogeneous null-function solution of type (11),
adopting for simplicity a constant� (recall that� = ��1),

f0(�) = f0(j + �0) = (��)jA for j < � � j + 1
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Figure 10a. Two injection spectraf1 (power-law spectrum),f2 (power-law plus homogeneous
solution with� = constant) which produce precisely the same bremsstrahlung photon spectrum.

(i.e., �(�0) = A in 0 < �0 � 1), whereA is a constant. Then the sum,f2, of
f(�) = ��� andf0(�),

f2(�) = (j + �0)
�� + (��)jA ;

is also a solution of (8). This will be physically acceptable providedA is small
enough to ensure that(j + �0)

�� � A�j. Now

(j + �0)
�� �A�j � (j + 1)�� �A�j ;

so a sufficient condition to guaranteef2 � 0 is

A � �j(j + 1)�� (18)

for all j. Setting to 0 the derivative with respect toj of the right-hand side of (18)
yields the maximum permissible value

Amax =
1
�

�
e log�
�

��

such that

f2(�) = (j + �0)
�� +Amax(��)

j
� 0

for all � � 0.
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Figure 10b. Two injection spectraf1 (power-law spectrum),f2 (power-law plus homogeneous
solution with� = sin(�)) which produce precisely the same bremsstrahlung photon spectrum. In
this casef2 is continuous and differentiable over all�.

Two injection spectrumf1 (power-law spectrum),f2 (power-law plus homogen-
eous solution with� = sin(�)) which produce precisely the same bremsstrahlung
photon spectrum. In this casef2 is continuous and differentiable over all�.

In Figure 10(a) we show one of the infinity of such solutions withA < Amax

together withf1. Any such spectrumf2 yields precisely the same photon spectrum
from a step-function-ionized target. The example in Figure 10(a) is for a null
function which has infinitely many discontinuities at intervals�� = 1 because
�(�0) = constant. There is, however, a subset of the null-functionf0 space which
is continuous. For continuity Equation (11) requires thatf0 ! 0 at all points where
it changes sign. It also requires thatf0 decrease by a factor� over all intervals
�� = 1. These conditions are satisfied by the form

f0(�) = Ak�
�� sin[(2k + 1)� + �k] ;

wherek is any integer� 0, andAk, �k are arbitrary phase and amplitude, or more
generally by

f0(�) =
1X

k=0

Ak�
�� sin[(2k + 1)� + �k] :

In Figure 10(b) we show an example of this where we have added to the smoothed
power-law solution the null function with the lowest frequency component (k = 0)
only and withAk, �k chosen so that the sum is non-negative everywhere. This
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shows that the non-uniqueness occurs through the action of the kernel on the
bremsstrahlung spectrum to filter out completely all damped harmonic components
in the electron spectrumf(�) with ‘frequencies’ which are odd multiples of that
associated with the transition zone depth energyE1.

It is important to realise that the non-uniqueness involved here is of a very
serious type and is far more than just the inability to resolve small-scale features
that is commonly encountered in inverse problems in astrophysics (and elsewhere).
For example, it is frequently the case with continuous inverse problems such as
image reconstruction that discrete sampling (not to mention data errors) renders the
small-scale features in the image unrecoverable – in other words there is a lack of
resolution. In practice, the use of some kind of regularisation (cf., Craig and Brown,
1986) permits extraction of information about larger-scale features that is contained
in the data. In the inverse problem described, this lack of resolution is also present
but the non-uniqueness of the solution is a much more fundamental limitation.
There can exist many distinct exact solutions to the inverse problem (Equation (8))
(for a given data spectrumf�(v)) that differ by much more than just small-scale
features. For example, two exact solutions such as in Figure 10, differing by a null
function, obviously do not differ only by short-wavelength variations. The null
function will contain some periodic variation of period�� = 1 on top of the���

trend, corresponding to variations in the electron spectrum over an energy range
equal toE1 � 30 keV which is certainly not a small-scale variation in the solution.
Furthermore, there is nothing about these solutions that in any way marks them
out as pathological or non-physical, that would permit one particular solution to be
singled out as being physically more reasonable.

5.4. SPECTRAL CUT-OFFS AND UNIQUE SOLUTIONS

In the above three examplesf�(�) is non-zero everywhere. New interesting features
of the solution of (8) arise for cases wheref�(�) = 0 in some range. Suppose that
f�(�) = 0 for � < �1. Then

f(�) + �f(� + 1) = 0 in 0< � < �1

which in order forf to be� 0 requires that

f(�) = 0 in 0< � < �1 and in 1< � < �1 + 1 :

For �1 < 1 this implies thatf(�) has, likef�, a cut-off below�1, but has, in
addition, a gap, i.e.,f = 0 in the range 1< � < �1+1. For�1 > 1, the two ranges
overlap andf has a lower cut-off at� = �1+1. (The latter corresponds to a cut-off
in F0(E0) atE0 = Ec = (E�2

c + E�2
1 )1=2, whereE�

c is the cut-off energy inF �

0
corresponding to�1.) This argument can then be applied to successive intervals of
� to yield a recursive solution forf . Considering again the case�1 > 1 we have by
(8), sincef(�) = 0, for � < �1 + 1,
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�[f�(�)� f(�)] = �f�(�) ; where �1 < � < �1 + 1 ;

which definesf in �1 + 1 < � < �1 + 2. Repeating this processes yields

f(� + j) = �

j�1X

i=0

(��)j�if�(� + i) ;

which allows computation off from f�. We show results in Figures 11(a–c) for
power laws inf� with � = 3 and cut-offs at�1 = 1, 2, 5, respectively, and
in Figures 12(a–c) with� = 4 and same�1 values. It is clear that physically
acceptable solutions forf (� 0) exist only for sufficiently large�1, the actual
value depending on�. In addition we note that, even whenf � 0 the solution
is oscillatory and highly structured (with infinitely many discontinuities) which
seems physically implausible. This means that many photon spectra which can
be produced by reasonablef� in a fully-ionized target cannot be produced by
a ‘physically plausible’f in a plasma with ionisation structure like the solar
atmosphere. The reason that we are able to obtain a unique solution here is that
specifyingf�(�) = 0 over a non-zero range demands thatf(�) = 0 over a range
sufficient to eliminate the possibility of adding non-zero homogeneous solutions
�.

Secondly iff� has an upper cut-off at�2 we can construct a recursive solution
starting at high�. That is, sincef(�) = 0 for � > �2 then in�2� 1 < � < �2 we
havef(�) = f�(�), etc., to give

f(�2� j +��) =

j�1X

i=0

�
�1
�

�i

f�(�2� i+��) ;

wherej, �� are the integer and fractional parts of�2.

6. Bounds onf(n) and on Total Beam Electron and Energy Fluxes

First we note that inequalities (13) can be used, for any particular form off�(�), to
put upper and lower bounds on the forms of�(�0) (and hence off(�)) consistent
with f(�) � 0 everywhere. This is likely to be useful in practice and we will
explore its application in future work.

Also important are the total beam injection rate and power. An obvious limit on
any non-negative solution of (8) isf(�) � f�(�) – i.e., no acceptable solutions for
f can exceed the fully-ionized solutionf� anywhere. It has already been noted that
inference of the wrong shape for the electron injection spectrum, by use of incorrect
target ionisation structure, can lead to mis-diagnosis of the acceleration process
and incorrect inference (usually exaggeration) of the total beam flux and power by
extrapolation of an incorrect spectral shape. If complete information is available
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Figure 11. Injection spectrumf required for a step-function-ionized target to yield the same photon
spectrum as a power-law spectrum with low cut-offf� at�1 injected into an ionized target, for� = 3
and various�1 values.



THICK-TARGET BREMSSTRAHLUNG SPECTRA 401

Figure 12. Injection spectrumf required for a step-function-ionized target to yield the same photon
spectrum as a power-law spectrum with low cut-offf� at�1 injected into an ionized target, for� = 4
and various�1 values.
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over the whole spectral range and if we use the correct ionisation structure, this
should in principle be avoidable. Integration of Equation (8) yields the total electron
number and energy fluxes required in the two models (target configurations) needed
to give the same photon spectrum. The total (scaled) electron fluxesftot are given
by

R
1

0 f d� (and similarly forf�tot), so by (8)

ftot =
�

�+ 1
f�tot +

1
�+ 1

1Z

0

f(�) d� �
�

�+ 1
f�tot ; (19)

so that, in terms of electron numbers (directly inferred, rather than extrapolated)
the step-function-ionized target can never require fewer electrons than the fraction
�=(� + 1) of the number required for a fully ionized target. A surprising result
is that if f has a lower cut-off at�1 � 1 the electron number reduction factor is
always precisely�=(� + 1) (since the integral term in (19) is zero) regardless of
the shape off above the cut-off. The total (scaled) electron energy fluxes (powers)
P are given by

R
1

0 f�1=2 d� (and similarly forP � in terms off�), so by (8)

P = P � �
1
�

1Z

1

f(�) (� � 1)1=2 d� : (20)

If f is non-zero only in� � 1 then of courseP = P � since all the bremsstrahlung
is produced in the ionized region of the target. Iff is concentrated at� close to,
but partially above,� = 1 thenP approaches the valueP �. If f is concentrated at
� � 1 then the integral term in (20) approachesP=� and we getP ! P ��(�+1).
These values ofP=P � represent the extremes of the possible range which are the
same as those forftot=f

�

tot.

7. Discussion and Conclusions

We have shown that the electron injection spectrum required to yield a given
bremsstrahlung spectrum in a thick target depends crucially on the form of the
ionisation structure of the target. We have found the very important result that
physically acceptable solutions for the case with ionisation structure may not exist
or may be non-unique (even though unique acceptable solutions exist for the fully
ionized case), unless the electron spectrum in the latter has a low-energy cut-off
or a rapid decline at high energies. For cases where such cut-offs do exist we have
obtained summation expressions determining the unique solution for the case with
target ionisation structure. In our analysis we have mainly compared a fully ionized
target with one of step function ionisation structure as an example approximating the
solar transition zone structure relevant to flares. Even in the case of smooth electron
spectra, the shape differs significantly between the two, especially for energies just
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above the electron energy required to reach the transition zone, because of the
reduction in collisional losses there. For injection spectra containing sharp features,
the two target models can give very different answers, even when these are unique.
Solutions for an ionized target, typically used for data analysis, generally contain
spurious electrons at low energies. Thus particular caution has to be exercised for
results where a low-energy electron cut-off is expected or appears to be present
in results obtained using ionized-target formulae such as the thick-target analysis
by Johns and Lin (1992) of data with a ‘superhot’ component (Lin and Schwartz,
1987) subtracted. When the spectral range of the non-thermal bremsstrahlung data
covered is incomplete, due to instrument bandwidth or overlap of a ‘superhot’
component at low energies, these erroneous inferences at low energies are likely to
lead to exaggerated estimates of total electron flux by extrapolation of the incorrect
spectrum. It is therefore important for future high-resolution HXR spectrometry
that inversion methods be developed to include target ionisation structure along the
lines discussed above. Obvious improvements over our analysis will be inclusion
of a smoother fall in ionisation with depth than we have used in most of our analysis
and of a more accurate bremsstrahlung cross-section than Kramers.

Another important feature is that almost all of our results have been discussed in
terms of� = (E0=E1)

2 rather than of energyE0 itself,E1 being taken as known.
In practiceE1 will not be well known, depending on the column depth of the
transition zone. However, if we have any independent estimates of or bounds on
F0(E0), accurate measurements of the HXR spectrum will enable us to estimateE1

and hence the depth of the transition zone and potentially how it evolves with time
through chromospheric evaporation. Even just the requirement that the inversion
should yieldF0(E0) � 0 may suffice to constrainE1 on which we have shown the
form of solution to depend.

A natural question to ask is whether the non-uniqueness we have established
could be an artefact of our approximation of the transition zone as a discontinuity
in x(M), i.e., ink(�), where� = (�� �) as before (Equation (7)). A more realistic
form would be to takek(�) as a linear ramp up fromk = 1=(� + 1) at � = 1
to k = ��1 at � = 1 + �, where� is a finite transition zone thickness. It is
straightforward to show that Equation (8) is then replaced by

f(�) + �f(� + 1) +

2
64�

�+1+�Z

�+1

f(�0) d�0

�
� f(� + 1)

3
75 = f�(�) : (21)

The ‘correction’ to Equation (21) in the [...] term of this equation amounts to the
contribution tof� of the bremsstrahlung emission in the transition zone, which will
be very small unlessf(�0) is nearly singular at� + 1 (i.e., is a delta function or is
concentrated in a range of� � � around�+ 1). Since the transition region is very
thin, we can rule this out and infer that our conclusions concerning non-uniqueness
are effectively unchanged.
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